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The ability of double-stranded DNA or RNA to locally melt and form kinks leads to strong non-linear
elasticity effects that qualitatively affect their packing in confined spaces. Using analytical theory and
numerical simulation we show that kink formation entails a mixed spool-nematic ordering of double-
stranded DNA or RNA in spherical capsids, consisting of an outer spool domain and an inner, twisted
nematic domain. These findings explain the experimentally observed nematic domains in viral capsids
and imply that non-linear elasticity must be considered to predict the configurations and dynamics of
double-stranded genomes in viruses, bacterial nucleoids or gene-delivery vehicles. The non-linear elastic
theory suggests that spool-nematic ordering is a general feature of strongly confined kinkable polymers.

Spatial organization of genomes in viral containers [1]
and its physical principles [2] is an outstanding prob-
lem with a long history [3], resulting in refined mod-
els based on cryo-electron microscopy [4], X-ray scat-
tering techniques [5], thermodynamic osmotic pressure
methodology [6] and single molecule studies [7]. These
experiments display a range of morphologies (for a re-
cent review see Ref. [8]). In the case of bacteriophages,
high-resolution 3D reconstructions indicate inhomoge-
neous ordering of the encapsulated genome, with the
dsRNA/DNA partitioning into ordered [9, 10] or disor-
dered [11] nanodomains. Similarly, measurements of
DNA conformational dynamics during packaging [12],
as well as intermittent ejection dynamics [13] implicate
multi-domain structures. However, so far the general as-
sumption has been that the equilibrium ground state is a
single inverted spool [2, 14], or multiple spools [15].

Mesoscopic theories [16–20] and coarse-grained sim-
ulations of double-stranded genome packaging [15, 21–
25] are usually performed using a semiflexible polymer
model that assumes linear elasticity with bending mod-
ulus B ≈ 50 kBTnm, where kB is the Boltzmann constant
and T the temperature. However, the realistic bending
response of dsDNA and dsRNA is highly non-linear due
to local melting, which enables the formation of kinks.
For dsDNA, kinks form beyond a critical bending torque
τc ≈ 30 pN nm [26–28], and typically comprise about
three melted base pairs with the reversible work required
to form a kink µ≈ 12kBT [27]. Such non-linear effects
can alter optimal packing configurations; in particular,
a spherically-confined polymer that is able to kink ex-
hibits increased local nematic ordering near the sphere
surface [29, 30].

A general theory of a semi-flexible kinkable chain pos-

tulates an elastic free-energy density per chain length

f =
B
2
κ2 +µρk , (1)

with κ the local curvature, µ the free energy per kink and
ρk the local density of kinks in the chain. Here, we first
perform non-equilibrium simulations to understand the
packing arrangement of a kinkable, semi-flexible chain
actively pushed into a spherical enclosure, and then an-
alyze the stability of different packings using analytical
theory.
A coarse-grained model that accurately describes the

properties of DNA or dsRNA at small curvatures is the
worm-like-chain (WLC) model; a semi-flexible polymer
of length L and circular cross-section σ with persistence
length `p = B/kBT . Efficient description of nonlinear elas-
ticity includes the kinks as regions with locally reduced
persistence length `mp . In the two-state kinkable WLC
(KWLC) model [31], molten regions behave as freely-
jointed chains (`mp = 0), while the more accurate meltable
WLC (MWLC) [26, 32] assigns a single-stranded persis-
tence length `mp ≈ 2 nm to melted sections.
We model dsDNA as a discrete MWLC: a bead-

spring polymer with N beads of diameter σ = 2nm.
Consecutive beads are bonded by a two-body stretch-
ing term Vb = K (r/σ− 1)2, where r is the distance
between two consecutive beads and the prefactor
K = 16kBT`p/σ [15], while excluded volume and short
range hydration interactions at relevant packing densi-
ties [19] are incorporated as a WCA repulsion [33] with
strength ε= kBT . To enable molecular dynamics (MD)
simulations, we adapt the two-state MWLC model by
writing it as a continuous, three–body bending interac-
tion obtained as a canonical-ensemble superposition of
a non-melted and a melted state. Assuming the states
in each three-body segment are independent, and defin-
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FIG. 1. A: Bending potential of the meltable polymer (MWLC)
for ssDNA (µMWLC = 0), dsDNA (µMWLC = 10kBT), and dsDNA
without melting (µMWLC =∞) at `p = 25σ, `mp = 1σ, σ = 2 nm.
Inset: Packing simulation setup with the capsid and portal
(grey) and partially packed chain (colored by chain index) at
µMWLC = 10kBT . The black circle highlights a kink. B: Corre-
sponding kink density ρk as a function of packing fraction and
packing rate.

ing the Boltzmann factors q = exp
�

−`p(1− cosθ )/σ
�

and
qm = exp

�

−βµMWLC − `mp (1− cosθ )/σ
�

, the potential of
mean force is

Vθ = −kBT log [q+ qm] , (2)

with θ the angle between consecutive bond vectors, and
µMWLC the melting penalty per bead (Fig. 1). We ob-
tain the average kink density ρk as the canonical average,
ρk = 〈qm/ (q+ qm)〉/σ. By fitting to experimental data,
we find the MWLC model captures the non-linear elastic-
ity of DNA bending at parameters `mp = σ, µMWLC = 10kBT
and reproduces the kink formation of dsDNA chain at crit-
ical torque τc = 32pN nm (see Fig. S1 in [34]). Obtaining
the kink formation free-energy at a specific base pair re-
quires de-convolution of the coarse-grained model [37],
but since µ � kBT , the probability that more than one
kink occurs within a single bead is negligible. Thus, the
full (180◦) kink formation penalty at a specific base-pair is
µ = µMWLC(σ) + 2kBT + kBT log(σ/dn) ≈ 13.8kBT , where
the last term re-scales the number of kink states at bead
size σ relative to length per nucleotide dn ≈ 0.33 nm, and
we emphasize that µMWLC is a function of the discretiza-
tion length σ.
Using the MWLC model we perform MD simulations

of DNA packing into a spherical capsid [38]. Confine-

ment is implemented as a WCA repulsion at R= 6σ with
strength ε and diameter σ, giving an effective enclosure
radius Reff = 5.5σ. The maximum packing density of
chains is determined by hexagonal close-packing [19].
Taking the volume of the chain relative to the max-
imum packed volume we define the packing fraction
η≡ 3

p
3σ3Nin/(8πR3

eff) where Nin the number of beads
packed in the capsid.
We model the viral packing motor as a cylindrical por-

tal of length λp = 2σ and radius Rp = 1.2σ (Fig. 1A in-
set). The motor force operates along the portal axis on
beads inside the portal, implemented as a parabolically-
modulated traveling wave

Fmotor =
4 fsx(λp − x)

λ2
p

sin
�

2π
x −ωt
σ

�

, (3)

where x is the bead position in the portal (0 ≤ x ≤ λp),
ω the packing rate, t the time, and fs = 50kBTσ−1 the
stall force. Real viral motors pack in a discrete fashion,
at a rate dependent on the availability of ATP [39, 40].
Our periodic motor force mimics this behavior, and also
allows us to tune the stall force and packing rate inde-
pendently. To model diffusive dynamics in an aqueous
solution we apply a Langevin thermostat with damping
time τ=

p

mσ2/(kBT ) where m is the mass of the beads,
which via the Stokes-Einstein relation [41] results in a
simulation timescale τ≈ 18 ns. Since the torsional strain
can relax on the packing timescale [23, 42], we omit tor-
sional terms from our models.
Using this setup we ran packing simulations of a 600-

bead chain into a radius Reff = 5.5σ sphere at rates from
ω= 1×10−4στ−1 to 5×10−2στ−1, with 120 independent
simulations per ω and evaluate the line density of spon-
taneously formed kinks (Fig. 1B). The initial peak corre-
sponds to the appearance of the first kink during packing.
The observed kink density is strongly rate-dependent;
however, at slowest packing rates, ω ∼ 1 × 10−4σ/τ ≈
40kb/s, it converges to ρk ≈ 0.03/σ. This rate is still
an order of magnitude faster than in real viral motors
ω ® 2kb/s [39, 40], but the observed convergence sug-
gests that reducing the rates further would not alter the
packed configurations. Moreover, the equilibrium theory
(ω→ 0) shown below agrees well with the slow-packing
simulations, suggesting that our predictions capture the
biologically relevant packing rates.
Spherically-confined dsDNA is thought to arrange into

spools [14, 15], but kinking permits nematic order-
ing [29, 30], or a mixed phase of spools wrapped around
a nematic core [9]. To quantify spool and nematic order
in our simulation configurations, we compute the order
parameter tensor,

Qαβ =
3
2

�

1
Nin
υ̂iαυ̂iβ −

1
3
δαβ

�

, (4)

where υ̂iα is theαth component of either the unit binormal
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FIG. 2. A–C: representative configurations at packing frac-
tions η = 0.12, 0.37, 0.75, respectively, of a MWLC packed
into a spherical capsid of size 2Reff = 11σ at packing
rate ω= 0.0001στ−1. Each segment is assigned an RGB
color according to the projection on the cylindrical axis,
(red,green,blue) =

�

|n̂z |, |τ̂z |, |b̂z |
�

. On the right hand side in
(B,C) only chain segments inside a 3σ-thick slab are shown to
emphasize the emergence of a twisted-nematic core. D: mean
values of nematic Snem (dotted lines), spool Sspl (dashed lines),
and mixed Smix (solid lines) order parameters. Error bars not
drawn for clarity; see Fig S2 in [34] for uncertainties.

vector, b̂, or the unit tangent vector, τ̂ , at chain segment i.
The order parameter, S, is the principal eigenvalue of Q.
Taking υ̂ = b̂, gives the spool order parameter, Sspl, sim-

ilar to that defined in Ref. [43], while taking υ̂ = τ̂ gives
the nematic order parameter, Snem. Snem is of limited prac-
tical use because the spool domain is alwaysmoremassive
than the nematic domain. A more useful mixed spool–
nematic order parameter Smix is defined by setting

υ̂i =

¨

τ̂i for 0< ri ≤ rc
b̂i for rc < ri < Reff,

(5)

where ri is the distance from the center-of-mass of the
ith chain segment to a director ẑ, centered at the origin,
and rc defines the spool–nematic boundary. In this case,
Smix must be maximized with respect to both rc and ẑ.
We denote the partial packing fractions of the spool and
nematic domains ηspl and ηnem, respectively.
At the slowest packing rates, we found that the chains

initially arrange into a loose spool (Fig. 2A). At interme-
diate packing densities (η≈ 0.3), a distinct inner domain
emerges exhibiting some nematic order (Fig. 2B), which
is reflected in the growth of Smix while Sspl remains con-
stant (Fig. 2D). Upon further packing, Sspl begins to grow
faster than Smix, indicating that the growth of the ne-

matic core has stopped (ηnem levels off at ≈ 0.16), while
chain continues to be packed into the outer spool, and
the core shrinks in size from ≈ 2.8σ to ≈ 2.1σ (see Figs.
S3 and S4 in [34]). These trends, and the snapshot in
Fig. 2C, confirm our main observation: for dense pack-
ings, the genome adopts a mixed spool–nematic configu-
ration.
Fast and slow packings are indistinguishable at low

densities, but the growth of Smix is dramatically reduced
at faster packing rates, even falling at high densities
(Fig. 2D) indicating kinetically-arrested disorder. More-
over, for the fastest packing rate rpack = 0.05στ−1, the size
of the core region rc remains roughly constant rc ≈ 2.8σ
during the time the kink density doubles from 0.04 to
0.08, indicating that the chain has insufficient time to re-
lax and grow the spool domain as packing proceeds. At
slower packing rates the structures are more ordered and
approach the spool–twisted-nematic configuration, while
the values of all three order parameters and the kink den-
sity are well-converged among the three slowest packing
rates.
To investigate whether our packing is under ther-

modynamic or kinetic control, we consider an an-
alytical theory where a chain confined to a radius
R0 sphere adopts a helical configuration parametrized
as u 7→ (r cos u, r sin u, bu) , u ∈ [−h/b, h/b] with radius r,
pitch length 2πb, and helix height h =

q

R2
0 − r2. The

slope p = b/r corresponds to the helix angle θ =
arctan (1/p). The limit p→∞ corresponds to a nematic,
and p→ 0 to a spool phase. To obtain the optimal slope,
we minimize the free energy [Eq. (1)] assuming that
each radial shell is independent of its neighbors. The lo-
cal curvature of a helix is κ(r, b) = |r|/

�

r2 + b2
�

, and the
contour length of a helix is L(r, b) = (2h/b)

p
r2 + b2. As-

suming a 180◦ kink forms whenever the chain hits the
confining capsid, the kink density at radius r is ρk(r, b) =
1/L(r, b). The optimal non-zero slope popt is then the
real positive root of

∂ f /∂ p = A(1+ p2)3/2 − 4p = 0, (6)

where A= (r∗)2 /B∗
p

1− (r∗)2, with B∗ = B/(µR0) the ra-
tio of bending stiffness to kink energy and r∗ = r/R0. Sur-
prisingly, we find that the optimal slope is a discontinu-
ous function of the helix radius (Fig. 3): for small r, i.e.,
A< Ac ≡

p

32/27, the optimal slope is given by

popt =
s

8
A
p

3
cos

h

1
3 arccos

�

−A
Ç

27
64

�i

− 1 , (7)

whereas popt = 0 for A > Ac. At A = Ac the optimal
slope jumps from zero to popt =

p
2, which, interestingly,

describes a helix with an angle complementary to the
magic angle θm = arctan

p
2. This observation implies

that the outer shells form a spool (p = 0), while the inner
shells form a twisted nematic domain with a large slope
(Fig. 3A).
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FIG. 3. A: Optimal helix angle θ opt as a function of helix radius obtained by minimizing the free-energy density (1) (black solid
line). The bars show experimental data for bacteriophage φ6 [9] (colors chosen to match individual dsRNA shells in Ref. [9]) Inset:
optimal energy density for B∗ = 0.1 (blue), 0.2, 0.5, 1.0, 2.0 (red). B: Distribution of (r,θ ) in configurations with packing fractions
η= 0.59–0.62 from simulations. The dashed curve gives the theoretical prediction for R0/σ = 5, βµ= 13.8.

Whether the spool or the nematic core forms at low
packing density depends on the ratio B∗. B∗ > 1 favors the
spool phase, whereas at B∗ < 1 the nematic core is more
stable (Fig. 3A, inset). For a typical virus (2R0 ≈ 50 nm)
and DNA parameters (B = 50kBT nm, µ = 13.8kBT) we
find B∗ ≈ 0.14 and so predict that a spool forms initially
with a transition to a nematic core at radius rc ≈ 0.38R0.
Hence, the majority of the DNA should form a spool, en-
closing a twisted-nematic core.
This result explains the experimental observation of a

helical core structure in a dsRNA bacteriophage [9]; tak-
ing R0 = 20.8nm and B = 63kBT nm [44, 45], and assum-
ing µ= 13.8kBT (the value for dsDNA), we find excellent
agreement with experiment on both the critical radius rc
and the helix angle at the transition (Fig. 3A). The ana-
lytical prediction of the helix angle also agrees with sim-
ulation results at low packing rates (ω ≤ 0.0005στ−1,
Fig. 3B), suggesting that, in the slow packing regime, our
simulations are under thermodynamic control, and the
packing morphology is determined by equilibrium free-
energy minimization.
To obtain the full phase diagram of packing configu-

rations we use the continuum theory of polymer nemat-
ics [15, 18, 46] where the polymer is described by a vector
field t(r). Assuming that kinks form only at the enclosure
surface, and disregarding entropic contributions due to
conformational fluctuations, the lowest-order non-trivial
terms of the elastic free-energy functional are given by,

E = K

∫

V

|t|
�

t̂× (∇× t̂)
�2

dr+ εkink

∮

S

|n · t| dS . (8)

The first term is the bending term [18, 46] with t̂ = t/|t|
the unit tangent vector to the chain contour, while the
second describes the kink density at the enclosure sur-
face with normal vector n. This expression is an inte-

gral form of Eq. (1) with prefactors K = 2B/(πσ2) and
εkink = 2µ/(πσ2).
The optimal structure of a confined meltable filament

results from competition between the elastic and melting
terms in Eq. (8). For stiff polymers, kinking is preferable
to bending, so they will tend to arrange into nematically-
aligned straight segments with kinks at the boundaries.
In contrast, flexible polymers are expected to form spool
structures without kinks. To explore these competing
mechanisms, we assume that the chains form a two-
domain structure: an outer spool and a nematic core. The
spool contains no kinks (n · t= 0), while the nematic core
does not contribute to bending (∇ × t̂ = 0). Assuming
phases are close packed, the spool free-energy is [14, 15],

Espl(η, R0) =
π2BR0p

3σ2

�

1
2 ln 1+η1/3

1−η1/3 −η1/3
�

, (9)

while the nematic free energy is

Enem(η, R0) =
π2µR2

0

2
p

3σ2

�

1− (1−η)2/3
�

. (10)

Since the spool and the nematic core occupy disjoint
volumes, and connections between domains can be ne-
glected in the long-chain limit, the total free energy is the
sum, E(η,ηspl, R0) = Espl(ηspl, R0)+Enem(η−ηspl, R0), with
ηspl the spool volume. Minimizing E(η,ηspl, R0) we find
a phase diagram (Fig. 4) that is a function of two dimen-
sionless parameters: B∗ = B/(µR0) and η. The bound-
ary delineating the pure nematic and the mixed phase is
B∗ = (1 − η)−1/3, while the boundary between the pure
spool and the mixed phase is B∗ = 1−η2/3.
The coexistence region emerges at B∗ ∼ 1, growing

with η and dominating in the high packing fraction limit.
For a typical 50nm virus, B∗ ≈ 0.14, implying a spool
phase at low packing fractions, enclosing a nematic core
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FIG. 4. Theoretical phase diagram showing the stable phases.
The phase boundaries (solid lines) are obtained by minimiz-
ing the total free energy E at zero nematic twist [Eqs. (9),
(10)], whereas the dashed line shows boundary at optimal twist
[Eq. (7)] (the spool–mixed-phase boundaries overlap). The dot-
ted line indicates the range of parameter space probed by sim-
ulations. Points A–C refer to the snapshots in Fig. 2; points D–
F are estimates for bacteriophages φ6 [9] and φ22 [47], and
herpes simplex virus type 1 [48] at µ = 13.8kBT (see [34] for
details of their computation).

at η > (1− B∗)3/2 ≈ 0.8. This theory assumes coupled
shells with no nematic twist in the core (p →∞); con-
sidering the opposite limit of free shells slightly stabilizes
the nematic phase by allowing non-zero twist [Eq. (7)],
but the shift in the phase boundaries is less than 0.1B∗

(dashed line in Fig. 4).
Experimental data can be mapped onto the phase dia-

gram by assuming that µ for RNA and DNA are the same,
and the range of η is bounded by hexagonal and cubic
packings (both observed experimentally). With such a
mapping, the observed spool–twisted-nematic structure
packings in φ6 bacteriophage [9] and herpes simplex
virus [48] are consistent with our theoretical predictions
(Fig. 4).
In summary, our theoretical and simulation results im-

ply that dsDNA/dsRNA packed into a sphere adopts a
spool–nematic configuration. Coexistence between an
outer spool and a nematic core arises spontaneously both
in packing simulations and equilibrium theory based on
the minimization of elastic energy. We explored the
strong and weak limits of orientational coupling, find-
ing nearly-identical phase diagrams for a meltable chain,
with the main difference being whether the nematic core
exhibits non-zero twist. We expect that packing of dsDNA
and dsRNA in viruses falls between these two limits,
forming a large outer spool with a (twisted-)nematic core
emerging at high packing densities (η > 0.8 for a typical
2R0 = 50 nm virus). These results explain the experimen-
tal data for dsRNA packing in a bacteriophage virus [9].
We have considered packing into a pre-formed spher-

ical capsid, but our findings are based on global free-
energy minimization and thus expected to hold quali-
tatively for other packing situations such as DNA con-

densation or ordering in bacterial nucleomes. For exam-
ple, kink formation and nematic ordering may explain
why plasmid DNA assembles into rod-like structures [49]
rather than tori [50]. Moreover, our phase diagram shows
that spool–nematic ordering is expected for any strongly
confined kinkable polymer. Non-linear bending and kink-
ing behavior might be a common characteristic of helical
polymers, as their structure is usually determined by re-
versible supramolecular interactions.
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